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Introduction 

The recent emergence of Artificial Intelligence (AI), as one of 

the most transformative technologies of the 21st century, has 

sparked extensive debates across the fields of politics, society, 

and philosophy. This technology offers various models ranging 

from general applications (e.g., ChatGPT) to surveillance and 

big data analysis systems. As such, AI has not only transformed 

human lifestyles but also challenged the foundations of 

political governance. In both public and professional discourse, 

there are conflicting views regarding the political implications 

of AI: Is AI a tool to strengthen democracy, or is it a force of 
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authoritarianism? And is it possible to propose an alternative, 

balanced model to apply AI? These questions have gained 

significance, particularly in light of theories such as Langdon 

Winner’s politics of technology. In response to these concerns, 

the present study aimed to provide a multi-faceted examination 

of the relationship between AI, authoritarianism, and 

democracy. It sought to analyze the arguments that consider AI 

as either serving authoritarianism or strengthening democracy. 

The analysis focused on AI’s inherent and structural 

consequences that potentially place it in the service of 

centralized and autocratic powers. Also, it sought to highlight 

possibilities for the democratic use of AI and propose solutions 

for mitigating its authoritarian ramifications. The findings can 

contribute to a reconsideration of how novel technologies can 

be employed to reinforce the fundamental principles of 

democracy. 

Materials and Methods 

The current study adopted a theoretical–analytical method, 

relying on conceptual frameworks, philosophical arguments, 

and the analysis of political theories. Employing an argument-

based approach, the research critically evaluated different 

perspectives regarding the relationship between AI and 

political systems. Specifically, the analysis focused on the 

views of thinkers such as Langdon Winner, Shoshana Zuboff, 

Frank Pasquale, Ivan Krastev, Yuval Noah Harari, and David 

Runciman. The method of conceptual analysis was used to 
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clarify key concepts such as algorithmic governance, 

technological authoritarianism, human agency, and algorithmic 

transparency. Moreover, classical political theories concerning 

power, transparency, and democracy were consulted to 

evaluate the technological implications. 

Results and Discussion 

The research findings indicated that AI, contrary to claims of 

neutrality, is structurally synergistic with authoritarian 

patterns. This claim can be supported in light of the following 

considerations. First, elimination of human agency and 

political subjectivity can be considered as a serious implication 

of AI. As AI’s capacity for analyzing and predicting human 

behavior increases, conscious action and individual decision-

making diminish. In this respect, Shoshana Zuboff uses the 

concept of cognitive alienation to explain how AI can bypass 

human awareness and will, distancing individuals from their 

own experience. The second implication is mass surveillance 

and behavioral control. According to Shoshana Zuboff and 

Bruce Schneier, mass surveillance has become a primary 

instrument of domination. AI and big data models actually 

transform citizens into subjects of perpetual monitoring and 

control. This form of surveillance enables the exercise of power 

without the need for overt repression. The third implication 

concerns obscurity and lack of algorithmic transparency. Frank 

Pasquale, among others, shows that many decision-making 

algorithms have a black box structure; that is, their decision- 
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making process is neither visible nor assessable to the public, 

and sometimes not even to experts. This leads to the formation 

of authority without accountability. Fourth, AI brings about 

concentration of data and technological power. As Ivan 

Krastev emphasizes, the accumulation and concentration of 

data in the hands of governments and large technology 

corporations has paved the way for technological dominance 

and software-based control over social and political processes. 

In China, data concentration is intertwined with the 

engineering of public consent. Globalization of surveillance 

and export of authoritarianism is another implication of AI that 

leads to authoritarianism. In Noah Harari’s view, countries like 

China can export their technology-based authoritarian model, 

through which regimes can utilize intelligent algorithms to 

generate consent and expand social control even without 

conscious citizen participation.  

AI can also contribute to strengthening democracy under 

specific conditions. First, the use of AI can enhance 

transparency and accountability. Designing Explainable AI 

(XAI) algorithms enables the machine’s decision-making 

process to become transparent, allowing for public assessment 

and oversight. Such processes can help rebuild public trust. 

Second, AI may increase participation and promote direct 

democracy. AI-based platforms facilitate the collection of 

public opinion, feedback analysis, and the creation of effective 

communication channels between the government and citizens. 
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Furthermore, policy feasibility can be assessed before 

implementation through sentiment and reaction analysis.  

Third, AI models can help increase awareness and civic 

education. Chatbots, legal document summarizers, and 

personalized education via AI can enhance civic awareness and 

political literacy. Therefore, AI can play the role of an 

awareness facilitator, especially in an era where data is 

abundant but its processing is difficult. Finally, AI technology 

can be helpful in combating institutional discrimination and 

inequality. Machine learning and big data analysis make it 

possible to identify patterns of discrimination in areas such as 

hiring, resource allocation, and administrative decisions. This 

in turn can help reduce institutional injustice. 

Conclusion 

AI is not merely a technical tool but a political structure that, 

in conjunction with power dynamics, can lead to either the 

consolidation of authoritarianism or the strengthening of 

democracy. Following Langdon Winner’s view, certain 

technologies inherently carry political imperatives. Therefore, 

the democratic use of AI necessitates institutional and technical 

interventions in five areas: developing transparent and 

Explainable AI, democratizing access to technological 

resources and data, ensuring competition within the structure 

of large technology corporations, increasing citizens’ data and 

algorithmic literacy, and formulating mandatory ethical and 

legal regulations. Ultimately, the relation between AI, 

democracy, and authoritarianism is determined not by AI’s 
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intrinsic nature, but by its design, governance, and the level of 

public participation. According to Daniel Innerarity, AI can be 

both a threat to democracy and an opportunity for its 

reconstruction; everything depends on the choices we make. 

Keywords: Authoritarianism, algorithmic governance, 

democracy, Langdon Winner, Artificial Intelligence, 

Explainable AI 
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 یو دموکراس ییاقتدارگرا ،یهوش مصنوع

  یمنصور انصار
 ینیدر اسلام، پژوهشکده امام خم یاسیس شهیاند اریاستاد

 رانیتهران، ا ،یو انقلاب اسلام

 

 چکیده
نه تنها در زندگی روزمره  یری استفاده از هوش مصنوعی، تحقیقات درباره نقش و اهمیت آنفراگبا 

یر هوش تأثهای دانشگاهی شتاب گرفته است. در این مقاله از منظر علم سیاست به بلکه در همه حوزه
اساسی این است که هوش مصنوعی بیشتر به چه نوع نظام  سؤالپردازیم. های سیاسی میمصنوعی بر نظام

ی متفاوتی داده شده است. در هاجوابنون رساند؟ در پاسخ به این پرسش تاکسیاسی کمک و یاری می
اینجا فرضیه ما این است که هوش مصنوعی به احتمال بیشتر به تقویت و تحکمیم اقتدارگرایی منتهی 

ای در نظر ینکه تمهیدات گستردهاشود مگر شود و به احتمال کمتری به تقویت دموکراسی منجر میمی
در خصوص ماهیت سیاسی مصنوعات بشری، اختراعات « نرلنگدون وی»ی شناخت یهستگرفته شود. نظریه 

نوع  ذاتاًساخته بشری خنثی نیستند و یا های دستو ابداعات فنی بشری، است. بر مبنای نظریه وینر، پدیده
ینکه دارای پیامدهای سیاسی مهمی هستند. به نظر ما، هوش اکنند و یا خاصی از سیاست را تحمیل می

شود و یتش که تمرکزگراست به احتمال قوی به تقویت اقتدارگرایی منجر میمصنوعی با توجه به ماه
هایی مانند حصارهای یداتی در نوع هوش مصنوعی مورد استفاده و همچنین ایجاد واسطهتمهفقط با اتخاذ 
های شفاف ساز، توسعه الگوریتمیداتی مانند تمهتر کرد. توان آن را دموکراتیکاخلاقی می
ای شهروندان، ها، افزایش سواد دادهکردن پلتفرم یرپذهای فناورانه، رقابتدن زیرساختکردموکراتیزه

 هااستدلالمحور است. روش مقاله حاضر، روش تحلیلی استدلال آور اخلاقی. و تدوین مقررات الزام
د شد. ی دفاع از یک طرف استفاده خواهراستادر  هاآنشود و از از طرفین به دقت بررسی می هرکدام

بلکه نیرویی سیاسی است که  ؛فقط یک ابزار فنیگیرد که هوش مصنوعی نهدر نهایت، مقاله نتیجه می
تواند به تقویت یا تضعیف دموکراسی بینجامد. تعیین سرنوشت آن های حکمرانی، میبسته به چارچوب

   .به تصمیمات نهادی، طراحی شفاف و مشارکت فعال شهروندان بستگی دارد

هوش  نر،یلنگدون و ،یدموکراس ،یتمیالگور یحکمران ،ییاقتدارگرا ن کلیدی:واژگا
  سازشفاف یهوش مصنوع ،یمصنوع

                                                                                                            
  :نویسنده مسئول :ansari@ri-khomeini.ac.ir 
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 مقدمه

 مقدمه 
، هرچند «تیبیجیچت»های مصنوعی مانند این روزها حضور رو به گسترش هوش

های مهم و اساسی همراه شده است؛ گروهی مایه خرسندی شده، اما با پرسش
تر شده و با شان انسانییزندگمیدوارند تا با گسترش هوش مصنوعی بین و اخوش

ثمر، تکراری و استفاده از چنین امکانی از شر به قول آرنت زحمت کارهای بی
( خلاص شوند. گروه دیگر در مقابل، با 19: 1379حاصل روزمره )انصاری، بی

همه امور از دست  اند مباداکنند و سخت بیمناکبدبینی به چنین امکانی نگاه می
بشر خارج شوند و هوش مصنوعی در نهایت بر بشر چیره شده، او را به حاشیه رانده 

دست در گفتمان عمومی، بهترین گواه برای یا حتی کنترل کند. مباحثاتی از این 

ید بر اهمیت چنین پدیده نوبنیادی است. با این همه، مباحثات علمی و تأک
گردد؛ آلن تورنیگ و ی به میانه قرن بیستم بازمیتر درباره هوش مصنوعتخصصی

های محاسباتی مباحث جان سرل در زمره نخستین متفکرانی بودند که درباره هوش
فلسفی عمیقی را پیش کشیدند. سیرل بر این باور بود که هوش محاسباتی اگرچه 

اع نوشتار دستاورد معرفتی بزرگی است، اما قد و اندازه آن هنوز قابل مقایسه با اختر

ها در این خصوص دیدگاه الآناما  (.Searle,1980: 439)یا ابداع ریاضیات نیست 
 یرفرهنگ سوم: تأث»کاملاً تغییر کرده است؛ استفان برونهویر در کتاب خود با عنوان 

( این ادعا 2024)« ویکمیستهوش مصنوعی بر معرفت، جامعه و آگاهی در قرن ب
ام از دستاوردهای بزرگ پیشین بشری، حتی انرژی کدیچهپیش کشیده است که را 

ای و اینترنت قابل مقایسه با هوش مصنوعی نیستند و سخت بر این موضوع هسته
رو کند که اهمیت هوش مصنوعی حتی بیش از رنسانس است و از این پافشاری می

البته نباید دیدگاه  (.Brunnhuber, 2024:2)آن را رنسانس دوم نامیده است 
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نی را هم نادیده بگیریم که بر این باورند که در خصوص اهمیت هوش کسا

مصنوعی نیابد اغراق کرد و باید منتظر ماند تا  اهمیت و وجوه این جعبه سیاه پدیدار 
 (.Marcus and others: 2019شود )

اهمیت فزاینده هوش مصنوعی پیشران مطالعات و تحقیقات زیادی در تمامی 
که در گذشته ناگزیر شده  طورهمانست. علم سیاست نیز های علمی بوده ارشته

هایی مانند رادیو و تلویزیون یا اینترنت بپردازد، اینک ناگزیر بود به حضور رسانه
های مهم مورد بررسی قرار شده است تا هوش مصنوعی را به مثابه یکی از پدیده

در زمینه ای درباره هوش مصنوعی دهد. در چند سال اخیر مطالعات گسترده

مشارکت، زنان و... انجام شده و مفهوم نوبنیاد حکمرانی  حکمرانی، حقوق بشر،
الگوریتمی از درون چنین مطالعاتی ظهور کرده است. به زعم ما، این حوزه مطالعات 

 ترین حوزه تحقیقاتی در آینده مبدل خواهد شد. رو به گسترش است و به مهم
ها در حوزه ترین پرسشایه یکی از پایهدر مقاله حاضر در تلاش هستیم تا ب

های سیاسی یک از نظامکدامهوش مصنوعی بپردازیم: هوش مصنوعی یاریگر 

گیری و های سیاسی اقتدارگرا یا دموکراتیک؟ و یا حتی شکلخواهد بود؟ نظام
آخر برخی از  سؤالظهور نظام سیاسی جدیدی خواهد شد؟ در پاسخ به این 

های بنیادی دموکراسی اند که با توجه به ضعفتیجه رسیدهمحققان حتی به این ن
نمایندگی، اکنون با ظهور هوش مصنوعی بهترین فرصت و زمینه برای تأسیس 

سیاسی فراهم شده است و از مفهوم تازه  فضائلگرا مبتنی بر حکومت نخبه

(. در پاسخ به  ,2016Brennanاند )دفاع کرده 1یسی با عنوان اپیستوکراسیتأس
میان محققان علم سیاست  نظراختلافهای دیگر پرسش فوق نیز شاهد بخش

تواند به هستیم. برخی از پژوهشگران بر این باورند که هوش مصنوعی عمدتاً می
های اقتدارگرا کمک کند و در مقابل، عده دیگری از تقویت و گسترش نظام

                                                                                                                
1 Epistocracy 
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های کومتتواند به تقویت حمحققان بر این باورند که هوش مصنوعی می

های خود را به روشنی از این دو گروه، استدلال هرکدامدموکراتیک منجر شود. 
 اند. بیان کرده

در این مقاله هدف ما پاسخ به این پرسش است که هوش مصنوعی یاریگر 
های سیاسی اقتدارگرا یا های سیاسی موجود خواهد بود؟ نظامیک از نظامکدام

گیری ساز شکلرا که آیا هوش مصنوعی زمینه دموکراتیک؟ پاسخ به این پرسش
کنیم. اما در و ظهور نظام سیاسی جدیدی خواهد شد، به مقاله دیگری موکول می

پاسخ به پرسش اصلی، فرضیه ما این است که هوش مصنوعی به احتمال زیادتر 

خود کند و در مقابل به احتمال کمتر، خودبههای اقتدارگرا را تقویت مینظام
اسی را تقویت خواهد کرد، مگر اینکه هوش مصنوعی به شیوه خاصی دموکر

توان گفت که هوش مصنوعی شمشیری دو لبه است مورد استفاده قرار گیرد. می
کند، مگر اینکه لبه که به احتمال بیشتر به سود اقتدارگرایی عمل می

درباره  تر آن با تمهیداتی تیزتر شود. پاسخ ما مبتنی بر نظریه خاصیدموکراتیک

ماهیت سیاسی اشیاء و اختراعات بشری است؛ به این معنا که اختراعی مانند هوش 
مصنوعی در ذات خود نوعی سیاست نهفته دارد. هیچ شیئی بدون سیاست یا 

کم پیامد سیاسی نیست. روش تحقیق این مقاله نیز روش تحلیلی استدلال دست
ها گردآوری از پاسخ هرکدامها و ادله پژوهشگران محور است؛ نخست استدلال

دهد و های رقیب را در برابر هم قرار میشود. دوم، استدلالیمبندی شده و طبقه

 شود. سوم اینکه استدلال این مقاله طرح می

 پیشینه تحقیق
درخصوص هوش مصنوعی، اقتدارگرایی یا دموکراسی در زبان انگلیسی 

مباحثات مطرح شده در این های بسیاری صورت گرفته است که در طول پژوهش
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در مقدمه گفتیم به  همچنان کهها را خواهیم پرداخت. این پژوهش هاآنمقاله به 

هایی که باور دارند هوش بندی نمود؛ پژوهشتوان طبقهدو دسته کلی می
هایی که در مقابل معتقدند مصنوعی در خدمت اقتدارگرایی است و پژوهش

موکراسی باشد. در زبان فارسی شوربختانه تواند در خدمت دهوش مصنوعی می
ای در این مورد صورت نگرفته است؛ مقاله با عنوان چندان کار پژوهشی پهن دامنه

( نیز از حیث روش و 1403های دموکراسی )رشیدی، هوش مصنوعی و چالش
 ها و تمرکز پژوهشی تفاوت اساسی با موضوع مورد بحث ما در اینجا دارد. یافته

  روش تحقیق
هایی چون فلسفه، علوم سیاسی و نظریه ویژه در حوزههای نظری، بهدر پژوهش

محوری از جایگاهی بنیادین برخوردار  انتقادی، روش تحلیلی مبتنی بر استدلال
های تجربی، بلکه به تحلیل دقیق مفاهیم، است. این روش نه به گردآوری داده

پردازد. های نظری میفرضشسازی پیارزیابی ساختارهای استدلالی، و روشن
ها را از نظر کوشد تا با ابزار عقلانیت انتقادی، گزارهپژوهشگر در این رویکرد می

انسجام منطقی و قدرت استدلالی بررسی کند و از خلال تحلیل مفهومی، به داوری 
تیموتی ویلیامسون، از فیلسوفان برجسته  .یابد دست پیچیده مسائلعقلانی درباره 

ها، بلکه فعالیتی تحلیلی ای از پاسخبر این باور است که فلسفه نه مجموعه معاصر،

 ,Williamson) یابدسامان می یو عقلانی است که از طریق استدلال ورز

به نظر وی، روش تحلیلی مبتنی بر فلسفه باید در پی تولید و نقد  .(2007

ی قابل دفاع باشند. هایی باشد که از لحاظ مفهومی روشن و از نظر منطقاستدلال
ایم تا با اشاره به مطالعات موردی که در خصوص هریک از در اینجا تلاش کرده

 صورت گرفته به برخی شواهد تجربی نیز اشاره کنیم.  هااستدلال
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 تعریف مفاهیم و مبانی نظری
طور مفهوم اصلی مقاله یعنی هوش در این بخش به اختصار مبانی نظری و همین

 کنیم. یمرسی مصنوعی را بر

 ی لنگدون وینرهااستدلالمبانی نظری: 
« های بشری سیاست دارند؟ساختهآیا دست»وینر در مقاله مشهور خود با عنوان  

در خصوص خنثی بودن اشیاء و سیاست  کنندههایی قانعتلاش کرده است تا پاسخ

ف به نیروهای فراهم کند. به نظر وینر، دیدگاه رایج در علوم اجتماعی عمدتاً معطو
اند. اما این نگاه کافی نیست و گاهی اجتماعی است که یک فناوری را شکل داده

ها را نگاه کنیم تا خاستگاه فناوری« پس پشت»لازم است به جای اینکه صرفاً 

ها، ساختارهایشان، اجتماعی و پیامدهایشان را دریابیم، به خود فناوری
(. Winner, 1980: 130توجه کنیم ) شانیعملکردهایشان و الزامات طراحی

ها را به توان فناوریبه نظر وینر، از حیث تحلیل سیاسی و رابطه سیاسی اشیاء می
 بندی کرد: دو دسته طبقه

توانند در خدمت اهداف سیاسی قرار گیرند یا هایی که مینخست، فناوری

های نر، پلمثال مشهور ویدرواقع پیامدهای سیاسی خاصی را به دنبال دارند. 
آیلند نیویورک است. در لانگ شده توسط معمار آمریکایی رابرت موزسساخته

های عمومی نتوانند از زیر اتوبوس تا قدر کوتاه طراحی شده بودندها آناین پل
، عملاً مانعی برای حضور طبقات پایین و بیترت نیآن عبور کنند و بد

نه از طریق  نجایسیاست در ا»شد. های عمومی ایجاد میپوستان در پارکرنگین

 (. Winner, 1980:128بود )قانون یا فرمان، بلکه از طریق مهندسی اجرا شده 
هایی که در ذات خود، نیازمند شکل خاصی از ساختار اجتماعی فناوریدوم، 

به عنوان  . نامدمی« های ذاتاً سیاسیفناوری»ها را گونه فناوریوینر ایند. هستن
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های پیچیده، امنیتی و ای از زیرساختشبکه»ای مستلزم ژی هستهنمونه، انر

است که با دموکراسی لیبرال و مشارکت عمومی چندان سازگار « بوروکراتیک
گیری نیست. در چنین مواردی، فناوری دیگر صرفاً ابزار نیست، بلکه عامل شکل

 (.Winner, 1980: 132د )شوساختارهای سیاسی خاصی می

های فنی، تحلیل سیاسی فناوری باید ترکیبی از شناخت ویژگیرو، ایناز

ما باید بیش از پیش به »ها باشد. به بیان او، های اجتماعی، و تاریخ توسعه آنزمینه
کنند یا ها استفاده میخود  اشیای فنی توجه کنیم، نه فقط به کسانی که از آن

توان فناوری در نتیجه، نمی (.Winner, 1980: 130« )دگیرنشان تصمیم میدرباره

ها و ها، با شکلطرف و فاقد بار سیاسی دانست. فناوریرا صرفاً ابزاری بی
توانند ساختارهای قدرت و روابط اجتماعی را شکل کارکردهای خاص خود می

ها در مقیاس بزرگ و به فناوری کهیهنگام یژهودهند یا بازتولید کنند. این امر به
رو، شناخت ازاین .یابدشوند، اهمیت مییچیده به کار گرفته میهای پصورت سیستم

ها با سیاست، مستلزم فهم نحوه طراحی، کاربرد و ها و ارتباط آنتر فناوریدقیق

ها نه هاست. باید به این نکته توجه داشت که فناوریتأثیرات اجتماعی و سیاسی آن
دهی به این ل مؤثری در شکلاند، بلکه خود نیز عامتنها محصول شرایط اجتماعی

توان فناوری تر این است که چگونه میبنابراین، مسئله مهم .روندشرایط به شمار می
های دموکراسی، عدالت و توسعه داد و به کار گرفت که با ارزش یاگونهرا به

گیری در آزادی همخوانی داشته باشد. این امر مستلزم توجه به فرآیندهای تصمیم

یندها و نیز نقد رآتر اجتماعی در این فکاربرد فناوری، مشارکت گستردهطراحی و 
 .ها از منظر اخلاقی و سیاسی استو ارزیابی مستمر فناوری

 هوش مصنوعی
هایی توان در سلسله سخنرانییکی از نخستین تعاریف از هوش مصنوعی را می
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هوش »  در کارگاه تابستانی دارتموث برگزار شد یافت: 1956که در سال 

هایی عمل کند که اگر یک مصنوعی به معنای ساخت ماشینی است که به روش
(. Luger, 2025: 28)به نقل از: « شدانسان چنان رفتار کند به آن هوش گفته می

این تعریف تا حدودی متکی به مفهوم هوش انسانی است. اما خود مفهوم هوش 
شحون از مباحثات نظری درباره برانگیز بوده است. فلسفه محتی انسانی نیز بحث

های بشری مانند تفکر است. برای مثال مینسکی پرسیده است که هوش و توانایی
آوردن آیا هوش یک توانایی واحد است یا فقط عنوانی است برای گردهم

(. یا به Minsky, 1986« )؟یوستهپهمهای متمایز اما بهای از تواناییمجموعه

توان از رفتارهای قابل مشاهده که آیا هوش را می سندبپرممکن است  ،سان ینهم
تر، هوش درونی بشری است؟ یا به تعبیر دقیق یسماستنباط کرد یا اینکه نوعی مکان

نتیجه فعل و انفعالات عصبی است یا ماهیتی است غیر ارگانیک؟ و از این قسم 
وش، تعریف های مختلف مفهوم هرو با توجه به پیچیدگی و جنبه. ازاینهاپرسش

نشدنی است. بخشی از این  یدقیق هوش مصنوعی کار بسیار دشوار و تا حدود

که هوش مصنوعی هنوز رشته نوپا  گرددیناتوانی تا حدود زیادی به این امر بازم
تر نیاز دارد تا به تعریف جامع و مانعی مانند و جوانی است و به زمانی طولانی

توان روی یک تعریف ساده توافق کرد: می لاًاحتما ،فیزیک دست یابد. با این همه
هوش مصنوعی بخشی از رشته کامپیوتر است که به صورت خودکار رفتارهای 

دهد. هوش مصنوعی به این معنا عبارت است از ای را انجام میهوشمندانه

. به این معنا 4نویسیهای برنامه، و تکنیک3ها، زبان2ها، الگوریتم1هاداده ،ساختارها

                                                                                                                
1 Data Structures 
2 Algorithms 
3 Languages 
4 Programming Techniques 
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توان گفت که هوش مصنوعی مانند هر علم دیگری یک تلاش انسانی و در می

 (.Luger, 2025: 30) حال تکامل است
طور نخستین کسی بود که بهو مخترعان کامپیوتر  نخستینآلن تورینگ یکی 

 .را کشف کرد یرانتزاعی و دقیق روش طراحی یک دستگاه محاسباتی برنامه پذ
ا عنوان ماشین تورینگ مشهور است. تمامی یعنی همان چیزی که امروزه ب

 1950تورینگ هستند. او در سال های ماشین کنونی در اصل یرهای برنامه پذرایانه
این پرسش  «های محاسباتی و هوشماشین»در سطور نخست مقاله خود  با عنوان 

خسته از مجادلات  تورینگتوانند فکر کنند؟ ها میرا مطرح کرد که آیا ماشین

فی بر این باور بود که چنین پرسشی از اساس نادرست است و در عوض تلاش فلس
آزمون به پاسخی برسد که به نظرش واضح و از نظر یک کرد تا با پیش کشیدن 

 (.Teuscher, 2004: 295) کننده بودشهودی قانع
تورینگ یک بازی تقلید را طراحی کرد که در آن سه نفر شرکت داشتند:  

 کدامیچتوانست زن یا مرد باشد(. داور ه) که می و یک داوریک مرد، یک زن 

توانست با او دید. اما از طریق تلگراف یا دستگاه تایپ میاز دو طرف را نمی
هایی از هر دو پس از طرح پرسش داشتوظیفه داور ارتباط برقرار کند. 

زن. در این بازی  یکمرد است و کدام یکتشخیص دهد کدام ،کنندهشرکت
در حالی که زن حقیقت  ،کند داور را قانع کند که او یک زن استمرد تلاش می

مرد برنده این بازی تقلید  ،تشخیص دهد یدرستر نتواند بهاوکند. اگر درا بیان می

جز شانس، یک مرد باید بسیار زیرک توان دریافت که بهمل میأاست. با اندکی ت
کند که او یک زن است. البته به این شرط  باشد تا بتواند یک داور هوشمند را قانع

کند قدر کفایت باهوش باشد. بعد از آن تورینگ پیشنهاد میکه خود داور نیز به
کننده )مرد یا زن( را با یک رایانه جایگزین کنیم و وظیفه یکی از این دو شرکت

رایانه.  یکانسان است و کدام یکداور این باشد تا تشخیص دهد که کدام
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 اورطور مداوم یا مکرر یک دنگ بر این باور بود که اگر یک رایانه بتواند بهتوری

خبره را فریب دهد و او را متقاعد کند که یک انسان است، آن رایانه بدون شک 
 ,Turing )نگاه کنید به اصل مقاله کندتوان گفت که فکر میهوشمند است و می

مسئله  .یعنی تفکر به شیوه انسان ،(. البته تورینگ هرگز ادعا نکرد که تفکر1950
بتواند به سبک خاص  -خواه ماشین ،خواه انسان- او این بود که اگر یک موجود

عنوان یک متفکر انسانی جا بزند، قدر خوب بیندیشد که بتواند خود را بهخود آن
تردید، آن موجود دارای توانایی تفکر خواهد بود. آزمون تورینگ بر آنگاه بی
کند تا به دیدگاه طراح شده بود. تورینگ در همین مقاله تلاش می اساس این

شود پاسخ برخی ایرادهای احتمالی که در خصوص هوش مصنوعی مطرح می
توانست از جانب الهیات درخوری ارائه کند. یکی از این ایرادهای احتمالی می

بخشیده بود مطرح شود. از این منظر مسئله این بود که خداوند فقط به انسان روح 
که  گیردیو نه به حیوانات یا ماشین. تورینگ در ضمن رد این استدلال نتیجه م

ها نیز تواند به فیلمی ،در صورتی که اراده کند ؛قادر مطلق باشد ،اگر خداوند

ها نیز روح بدهد. وانگهی این ایراد تواند به ماشینروح عطا کند. به همین سان می
تا چیزی را که  یماست که سرمان را در برف فروکنتا حدود زیادی مثل این 

 تواند فکر کندخواهیم نبینیم. انسان وحشت دارد تا باور کند که ماشین نیز مینمی
(BarthemeB and Furbach, 2023: 10 .) 

این بود که  شدیایراد دیگری که از سوی منتقدان هوش مصنوعی مطرح م

بر این  2و چارلز بابج 1ان مانند لیدی لاولیستواند فکر کند. برخی منتقدماشین نمی
دانیم را اجرا کند. تورینگ در تواند آنچه را که ما میباور بودند که ماشین تنها می

                                                                                                                
1 Lady Lovelace 
2 Charles Babbage 
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یادگیری را بر اساس فرایند رشد  یهاتوانیم روشدهد که چگونه میمقابل شرح می

 1ی تقویتیو یادگیری یک کودک طراحی کنیم. در همان زمان او از روش یادگیر
های هوشمند پیچیده آمیزی در سیستمکند که امروز به شکل موفقیتصحبت می

پردازد می ه آنگیرد. مورد دیگری که تورینگ در مقاله خود بمورد استفاده قرار می
یعنی حالات  ،باشد  2تواند دارای کیفیات ذهنیبود که آیا ماشین می پرسشاین 

تواند چنین حالات خودآگاهی اند؟ آیا ماشین میدرونی ذهنی که آگاهانه و تجربی
های بعد توسعه پیدا کرد و به اشکال مختلفی داشته باشد؟ آزمون تورینگ در دهه

که در اینجا فقط  نمودتوان اشاره های زیادی میدرآمد. در این خصوص به نمونه

 .اشاره خواهیم کرد 3به بازی گو
اولین بار توانست با استفاده از گروهی از شرکت گوگل برای  2015در سال 

ترین قهرمانان جهانی این بازی را شکست دهد. چنین یکی از مطرح 4برنامه آلفاگو
بلکه آلفاگو بر پایه یک روش  ،مبتنی بر اختراع جدیدی نبود کاری اصلاً

کارلو استوار شده بود. در مرحله اول جستجوی معمولی به نام جستجوی مونت

عصبی مصنوعی آموزش داده شد تا حرکات تخصصی انجام یادگیری، به شبکه 
کرد و از این طریق یاد گرفته بود دهد. در مرحله دوم، آلفاگو با خودش بازی می

که کدام حرکات سودمندتر هستند. این شبکه عصبی مصنوعی که حالا 
مورد استفاده قرار   5کارلوتوانست توسط جستجوی مونتمی ،بود یدهدآموزش
های های عصبی به نام شبکهای مرحله یادگیری از نوع خاصی از شبکهگیرد. بر

                                                                                                                
1 Reinforcement Learning 
2 qualia 
3 Go 
4 AlphaGo 
5 Monte Carlo search 
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ترین خصوصیت آلفاگو که توانست بر قهرمان استفاده شد. مهم  1عصبی عمیق

مسئله بود این بلکه  ؛قدرت محاسبه آن نبود صرفاً ،جهانی در این بازی غلبه کند
د که از زمان رقیب خود توانست اصولی را کشف کنکه با قدرت محاسباتی بی

ها کشف نشده بود. بازی آلفاگو پیروزی گو تاکنون برای انسانآلفااختراع بازی 
 هوش مصنوعی بر هوش مصنوعی بود. 

 هوش مصنوعی و تحکیم اقتدارگرایی
 2برخی از پژوهشگران با استفاده از مفهوم تازه تأسیسی مانند حکمرانی الگوریتمی

های نوین مانند هوش ه استوار بر فناوریمعتقدند که قدرت سیاسی برخلاف گذشت

ها استوار بینی و مهار رفتار افراد و گروهها و توانایی پیشمصنوعی، کنترل داده
ها، قدرتی نوین به دست های بزرگ فناوری در کنار دولتشرکتاست. 

مشارکت عمومی در حکمرانی  .کندکار می« کنترل آینده»آورند که با منطق می

شوند، تلقی می« داده»عنوان یابد. شهروندان صرفاً بهکاهش می یریگبه طرز چشم
 .دهدمی« ردپای دیجیتال»نه کنشگران سیاسی. کنش سیاسی جای خود را به 

بر اساس نظریه  .شوندتصمیمات در لحظه، سریع و در مقیاس انبوه گرفته می
گر است، کنترللنگدون وینر شاید بتوان استدلال کرد که هوش مصنوعی که ذاتاً 

ذاتاً اقتدارگراست. این گروه از محققان بر این باورند که هوش مصنوعی و 

شود. منظور از حکمرانی الگوریتمی باعث تقویت و تحکیم اقتدارگرایی می
یی سیاسی است که در آن قدرت سیاسی در هانظامی اقتدارگرا در اینجا هانظام

شارکت عمومی محدود یا دست یک فرد، گروه یا حزب متمرکز است، م
سرکوب یا محدود  عمدتاًاست و آزادهایی مدنی و سیاسی  شدهکنترل

                                                                                                                
1 Deep Neural Networks                   
2 Algorithmic Governance 
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ترین استدلالات این (. در ذیل مهمLinz and Stepan, 1996: 7شوند)یم

 شود: ها را بیان میگروه

 حذف انسان و سوبژکتیویته سیاسی
ت که این اساسی هوش مصنوعی این اس مسئلهزعم برخی از پژوهشگران، به

ویژه در مرحله تکینگی این ابزار، انسان و به دنبال احتمال قوی وجود دارد که به
گیری و گسترش گی سیاسی او حذف شود. در حال حاضر، امکان شکلآن سوژه

اشاره شد،  همچنان کهحکمرانی الگوریتمی تا حدود زیادی فراهم است. 
های رفتاری، استخراج م دادهحکمرانی الگوریتمی امکان استوار بر تحلیل عظی

گر است. در حکمرانی الگوریتمی، کاربران بینیالگوها و تولید محصولات پیش
شوند و خدمات دیجیتال؛ بلکه تبدیل به منابع خام داده می کنندهفقط مصرفنه

به نظر  پردازد.قدرت الگوریتمی با کنار زدن آگاهی انسانی، به کنترل آینده می

گیری چیزی است که او از گی انسان و شکلصلی حذف سوژهزوبوف، خطر ا
یگانگیازخودبآن با عنوان  داران سرمایه». به نظر وی، بردیمنام   1ی شناخت

گی فردی را دور بزنند و به این توانند آگاهی و سوژهاند که میگر دریافتهنظارت
ی گانگیودبازخترتیب، نیاز به رضایت فردی را کاملاً حذف کنند. انسان در 

های خود نیست؛ بلکه ها و کنششناختی، دیگر مالک آگاهی، خواسته

شود. این وضعیت از نظر ای نامرئی و الگوریتمی هدایت میگونهرفتارهایش به
دهد که آنچه در حال وقوع او، شکلی از استعمار ذهن است. زوبوف هشدار می

ودتای خاموش علیه است، تنها یک دگرگونی فناورانه نیست، بلکه نوعی ک
این یک کودتا از بالاست: نه برای »شان است. ها بر تجربه و آیندهحاکمیت انسان

« سرنگونی دولت، بلکه برای سرنگونی حاکمیت مردم بر تجربه خویش

                                                                                                                
1 cognitive dislocation 
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(Zuboff, 2019: 100 هوش ماشینی نه صرفاً نوآوری فناورانه، بلکه ابزاری .)

گی انسان، هاست. از میان رفتن سوژهرفتار انسان دهی به آیندهبرای شکل
گیری ترین عامل شکلکه هانا آرنت در آثار خویش نشان داده، مهم طورهمان

( و از میان رفتن 1404ها )آرنت، (، ظهور آیشمن1366توتالیتاریانیسم )آرنت، 
 ( است. 1402، آزادی، کثرت و یکتایی انسان )آرنت

 نظارت انبوه و کنترل رفتاری
ایه حکمرانی الگوریتمی، گسترش نظارت انبوه است. این نظارت نه فقط نخستین پ

های بزرگ فناوری مانند گوگل، متا، ها، بلکه از سوی شرکتاز سوی دولت

شود. شوشانا زوبوف در کتاب مشهور خود، ها اعمال میآمازون و دیگر پلتفرم
نامد می« قدرتچرخشی بنیادین در »این پدیده را ، «داری نظارتیعصر سرمایه»

 ,Zuboff) شودها بدل میزندگی روزمره به منبع استخراج داده»که در آن 

داری نظارتی یک نظم جدید نهادی است که سرمایه»، زوبوف. به نظر (8 :2019
 :Zuboff, 2019 « )در آن نظارت به ابزار اصلی انباشت سرمایه تبدیل شده است

آوری منفعل اطلاعات، بلکه سازوکار فعالی نظارت در این معنا، نه فقط جمع (.20
نظارت انبوه در  .بینی، تأثیرگذاری و نهایتاً کنترل رفتار انسانی استبرای پیش

های اقتدارگرا بوده است، اما در دوران مدرن همیشه ابزاری در خدمت قدرت

اشیاء و ردیابی هوشمند،  ،داده، اینترنتهای کلانعصر دیجیتال با کمک فناوری
تبدیل شده است. این  گر و رفتار محوربینیوقفه، پیشنظارت بیبرای ه ابزاری ب

بلکه برای  ؛نظارت نه فقط برای مجازات تحول کیفی باعث شده است که
و از حالت  به کار گرفته شود دستی در مهار رفتارهای انحرافی احتمالیپیش

جا حاضر درآید همهآشکار و عینی )دوربین، پلیس، سانسور( به حالت پنهان و 

  .های زیستی(های تشخیص چهره، تحلیل احساسات، ردیابی داده)الگوریتم
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ساختار اساسی برای سلطه در »در چنین وضعیتی، نظارت به قول شوشانا زوبوف 

پایه کنترل است. اگر در اندیشه هانا آرنت توتالیتاریانیسم بر « داری نظارتیسرمایه
شد، ها تعریف میگیر، انزوای فردی و نابودی تفاوتجانبه، ایدئولوژی فراهمه

مراتب ها را دارد، اما با ابزارهایی بهتوتالیتاریسم دیجیتال امروز نیز همین ویژگی
ای صورت دادهبه یزچ؛ یعنی همهایدئولوژی به داده تقلیل یافته است؛ ترپیچیده

؛ یعنی افراد ه استجایگزین اجبار فیزیکی شد ،کنترل .شودخوانده و کنترل می
نظارت نامرئی و دائمی  .کنندداوطلبانه الگوهای رفتاری مطلوب را بازتولید می

واقعیت این ». به نظر بروس اشنایر، یکی از کارشناسان زبده امنیت سایبری، است

در اختیار  نظارت انبوههای قدرتمندی برای های امروزی، قابلیتاست: فناوری
اند. نظارت انبوه خطرناک است. این نوع نظارت ر دادهها قراها و شرکتدولت

از جمله نژاد، دین، طبقه -تقریباً هر معیار ممکنی  هایی را بر پایهتواند تبعیضمی
بینیم، ممکن سازد. نظارت انبوه برای کنترل آنچه می -اجتماعی و باورهای سیاسی

شود. این نظارت گرفته میگوییم، به کار دهیم و در نهایت آنچه میآنچه انجام می

که امکان اعتراض یا انتخاب واقعی به شهروندان داده شود، و بدون وجود بدون آن
 (. Schneier, 2015: 41« )گیردهای مؤثر و توازن قدرت، انجام مینظارت

، بر این باور MITیکی از محققان موسسه تحقیقاتی ماساچوست، دانشگاه 
-Ai)نوعی حکومت هوش مصنوعی گرایی گیریاست که در چین شاهد شکل

tocracy هستیم که از طریق افزایش نظارت هوشمند، اقتدار دولت بیش از پیش )

؛ پژوهشگری «زنگ»(. در مطالعه دیگری، Dizikes, 2023تقویت شده است)
چینی الاصل، به استفاده چین برای تقویت ایدئولوژی اقتدارگرایانه خود 

 (.Zeng, 2020پردازد)می

 رکز داده و تمرکز قدرت سیاسیتم
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ها به امروز قدرت  استوار بر داده است و در حکمرانی الگوریتمی تمرکز داده

اند. با استفاده از نظریه لنگدون وینر که معتقد منبع مهم قدرت سیاسی تبدیل شده
توان استدلال کرد که هوش مصنوعی بود برخی از اشیاء ذاتاً سیاست دارند می

ها تمایل دارد و ذاتی خودش، ذاتاً به انباشت و تمرکز داده برای عملکرد
حکمرانی الگوریتمی نیز ذاتاً تمایل دارد تا منابع داده خود را روز به روز افزایش 

های های اطلاعاتی عظیم در اختیار دولتبانک کهیهنگامداده و متمرکز کند. 
ی جای خود را به راحتبههای چندملیتی قرار گیرد، دموکراسی مقتدر یا شرکت

اشاره کرده است،   1ایوان کراستف همچنان کهدهد. اقتدارگرایی نظارتی می

توانند ی، با سهولت بیشتری میداده محورهای اقتدارگرا با استفاده از رژیم
های امنیتی خود را بازسازی کنند و به این ترتیب، قدرت سیاسی رو به دستگاه

به نظر فرانک پاسکواله نیز، این  (.Krastev, 2011:5-16گذارد )فزونی می
آورد ی، بلکه نوعی اقتدار فناورانه را پدید میرینظارت ناپذتمرکز فزاینده نه فقط 

 (.Pasquale, 2015: 12اقتدارگرایانه است ) برالینئولیک نظم  گذارانیبنکه 

ت که توان گفویژه با توجه به تجربه چین میالبته به نظر ایوان کراستف، به
های اقتدارگرا اینک به جای سرکوب صرف، از فناوری برای بازنمایی رژیم

توان از آن ذیل مفهوم کنند. کاری که میموفقیت خود نزد مردم استفاده می
 مهندسی رضایت نام برد.

( در گزارش خود درباره چنین نشان DGAPشورای روابط خارجی آلمان)

ی مرکز داده را توسعه داده که هایاورفنی از امجموعهکه چطور چین  دهدیم
ی و همچنین صادرات الگوی اقتدارگرای داده محور مورد مرزدرونبرای نظارت 

. تمرکز داده همچنان گفتیم در کشور چین به تمرکز قدرت ردیگیماستفاده قرار 
(. مطالعه دیگری نشان Weber, 2024سیاسی اقتدارگرایانه منتهی شده است)

                                                                                                                
1 Ivan Krastev            
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ی متمرکز، امکان هارساختیزو ایجاد  هادادهیه چطور با تمرکز که روس دهدیم

 (.Schlumberger, 2023است) افتهی یاندهیفزاکنترل سیاسی و امنیتی 

 نظارت و صادرات اقتدارگرایی شدنیجهان
های هوش مصنوعی به ابزارهای معتقد است که الگوریتم  1یووال نوح هراری

اند. به نظر وی اگر اقتدارگرایان ل شدهصادرات اقتدارگرایی فناورانه مبد
 کارچهبگویید  هاآناطلاعات کافی داشته باشند، دیگر به شما نیاز ندارند که به 

(. با Harari, 2018: 17شناسند )شما را بهتر از خودتان می هاآنکنند. اکنون 
ماً در چنین امکانی کشورهای اقتدارگرایی مانند چین، نه تنها کنترل داخلی را تما

اند، بلکه با ارائه الگویی برای حکمرانی الگوریتمی در سطح جهانی، اختیار گرفته
 کنند. اقتدارگرایی را صادر می

که چطور چین از طریق  دهدیمالکس ویلیمینز در گزارش تحلیلی خود نشان 

یی مانند هوآوی ابزارهای کنترل را به کشورهایی اقتدارگرایی هاشرکتفناوری 
(. پولیاکوا و همکارش Willemyns, 2024)کندیممایت چین صادر مورد ح

( روسیه چطور Proteiیی مثل پروتئی)هاشرکتکه  دهندیمدر تحقیق خود نشان 
فناوری فیلترینگ اینترنت و نظارت را به کشورهایی اقتدارگرایی دیگری مانند 

 ,Polyakova, & Meserole)کنندیمبلاروس، قرقیزستان و ازبکستان صادر 

2019.) 

 هوش مصنوعی و  دموکراسی
پردازیم که معتقدند هوش مصنوعی در این بخش به استدلال پژوهشگرانی می

های سیاسی دموکراتیک کمک کند. تواند به تحکیم دموکراسی و نظاممی

                                                                                                                
1 Yuval Noah Harari 
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ی تأکید درستبه «شهروندان هوشمند و دولت هوشمندتر»سیمون نووک در کتاب 

بلکه نبردی  ؛نه فقط رقابت فناورانه ،برابر دموکراسی چالش اصلی در»کند که می
ها است بر سر مفهوم آزادی، مشارکت، و قضاوت انسانی در عصری که الگوریتم

 (. Noveck, 2015: 44د )انبه زبان قدرت بدل شده

 گویی نهادهای عمومیافزایش شفافیت و پاسخ
های دموکراتیک، ر نظامهای اساسی دموکراسی معاصر است. دیکی از پایه شفافیت

مثابه ابزاری حیاتی برای بلکه به ؛عنوان یک اصل اخلاقیتنها بهشفافیت نه

افزایش اعتماد و  هاگیریکنترل عمومی بر تصمیم، گویی نهادهای قدرتپاسخ

رو، بسیاری از اندیشمندان علوم سیاسی و مطالعات شود. ازاینشناخته می شهروندان
شرط لازم ولو نه کافی برای تحقق واقعی دموکراسی  حکمرانی، شفافیت را

دموکراسی زمانی پایدار »ید کرده است:تأکجان رانسیمن  همچنان که .دانندمی
مجبور  یرانگ یماست که نهادهای آن در معرض دید عمومی قرار گیرند و تصم

زمان مهار قدرت و مشروعیت آن باشند عملکرد خود را توضیح دهند؛ شفافیت هم
به بیان دیگر، در غیاب شفافیت، دموکراسی  (.Runciman, 2013: 157« )تاس
 د.گیردر معرض انحراف، فساد و اقتدارگرایی قرار می یآسانبه

ی است، نا شفافبرخلاف کسانی که باور دارند هوش مصنوعی جعبه سیاه و 
تواند زمینه و شرایط عده دیگری بر این باورند که هوش مصنوعی برعکس می

نظیر خود های بیهوش مصنوعی با قابلیتزم برای شفافیت بیشتر را فراهم کند. لا
تواند اطلاعات حکومتی و سیاسی را در های عظیم، میدر پردازش و تحلیل داده

دسترس برای شهروندان ارائه کند. برای نمونه، فهم و قابلهای قابلقالب

دولت، سوابق عملکرد های مالی توانند گزارشهای هوشمند میالگوریتم
های بصری و نمایندگان مجلس، یا روند تخصیص بودجه را به صورت تحلیل



 153 | انصاری

 

درک برای عموم مردم فراهم آورند. این قابلیت به کاهش فاصله میان قابل

از سوی دیگر، هوش  .کندگیرنده و شهروندان کمک مینهادهای تصمیم
ساد و تخلفات عمل کند. عنوان ابزار مؤثری در کشف فتواند بهمصنوعی می

کاوی و یادگیری ماشین قادرند الگوهای غیرعادی را در های پیشرفته دادهسیستم
های مالی یا اداری شناسایی کرده و این اطلاعات را در اختیار نهادهای داده

نظارتی و افکار عمومی قرار دهند. این موضوع موجب افزایش شفافیت و 
پرداز شوشانا زوبوف، نظریه .شودحتمالی میهای اجلوگیری از سوءاستفاده

 ،های دیجیتالبرجسته در حوزه فناوری و جامعه، بر این باور است که فناوری

توانمندسازی شهروندان را از طریق افزایش دسترسی به اطلاعات و ابزارهای 
 کندسازند و این امر به تحکیم شفافیت در دموکراسی کمک مینظارتی ممکن می

(Zuboff, 2019) . 
مطالعات موردی زیادی در این خصوص انجام شده است. در یک تحقیق با 

استفاده بررسی موردی سیصد کارمند دولت پاکستان نشان داده شده که چطور 

یانجیگری پاسخگویی دیجیتال موجب افزایش شفافیت شده مهوش مصنوعی با  از
 (.Khan, S., et al.2025است)

 وکراسی مستقیمتقویت مشارکت عمومی و دم
های پیچیده را در حجم عظیمی از دادهتا های هوش مصنوعی قادرند لگوریتما

دست یابند. این  دهای سیاستی مبتنی بر شواهتحلیل کرده و به توصیه اندکی زمان

به  عموم مردمها را با گذاران کمک کند تا دادهتواند به سیاستنوع تحلیل می
 تر شهروندان را فراهم سازندرکت آگاهانهاشتراک بگذارند و زمینه مشا

(Changkui, 2025: 6 .) هوش مصنوعی در حال ارتقای فرآیندهای

دموکراتیک از طریق افزایش مشارکت عمومی و تقویت حکمرانی باز است. 
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توانند تعامل های مبتنی بر هوش مصنوعی میگیری از پلتفرمها با بهرهدولت

گذاری اشند و نظرات عمومی را در فرآیند سیاستمؤثرتری با شهروندان داشته ب
های مشاوره عمومی مبتنی بر هوش مصنوعی این امکان را برای پلتفرم .وارد کنند

های شهروندان را درباره پیشنهادهای سیاستی، سازد تا دیدگاهها فراهم میدولت
ه از تحلیل با استفاد و آوری کنندگذاری جمعریزی شهری و ابتکارات قانونبرنامه

های های مبتنی بر هوش مصنوعی، بازخوردها را گردآوری کرده، نگرانیداده
کنند. علاوه گیری فراهم میهایی را برای تصمیماصلی را شناسایی نموده و بینش

ریزی مشارکتی را تسهیل کند؛ فرآیندی تواند بودجهبر این، هوش مصنوعی می

ی مربوط به تخصیص بودجه مشارکت هاگیریکه در آن شهروندان در تصمیم
تحلیل احساسات  .شوددارند و این خود به شفافیت و پاسخگویی بیشتر منجر می

نسبت را کند تا احساسات عمومی ها کمک میو استخراج نظر عمومی به دولت
های های شبکههای هوش مصنوعی دادهبه مسائل مختلف درک کنند. الگوریتم

کنند تا برداشت عمومی از مقالات خبری را تحلیل میها و اجتماعی، نظرسنجی

ها و حکمرانی را ارزیابی نمایند. این سازوکار بازخورد در زمان واقعی به سیاست
دستانه صورت پیشهای عمومی بهدهد که به نگرانیگذاران امکان میسیاست

و شهروندان ها ها را مطابق آن تنظیم کنند و اعتماد میان دولتپاسخ دهند، سیاست
 (.Bono Rossello & etl, 2025) را افزایش دهند

مطالعات موردی زیادی در این خصوص انجام شده است. در یکی از این  

مطالعات پیمایشی در پاکستان نشان داده شده است که چطور استفاده از خدمات 
ن ی بر آمبتنگیری یمتصمهایی پشتیبان یستمسخودکار مبتنی بر هوش مصنوعی و 

نفع مانند شهروندان، بخش خصوصی و کارکنان یذی هاگروهسطح مشارکت 
یرگذار بوده است تأث هاآندولتی را افزایش داده و همچنین روی اعتماد 

(Bokhari, s and etl, 2025.) 



 155 | انصاری

 

 تقویت و گسترش آگاهی
ی دانش و فهم شهروندان درباره ساختارها، به معنابدون تردید آگاهی سیاسی 

ی که امکان قضاوت و مشارکت فعالانه را فراهم ریگمیتصمفرایندهای  نهادها و

های دموکراسی است. تا قبل ترین ستون( یکی از مهمMemoli, 2011کند )می
بخش بر ای از رسالت آگاهیاز گسترش اینترنت و هوش مصنوعی، بخش عمده

یاد شده  هادوش مطبوعات بوده است که از آن با عنوان رکن چهارم دموکراسی

 بود.
ها و اطلاعات است ترین خصوصیات رنسانس دوم، انفجار دادهیکی از مهم 

که کار را بر آگاهی سیاسی تسهیل و در عین حال دشوار ساخته است. امروزه 
های متفاوت و شود و روایتحجم زیادی اطلاعات و داده سیاسی تولید می

ها و عادی در میان انبوه دادهشود. شهروندان رنگارنگی از سیاست برساخته می

رو، هرچند داده هست؛ اما پردازش و اطلاعات سرگردان و حیران هستند و ازاین
کار را سخت و صعب نموده است. بنابراین پرسش مهمی برجای  هاآن ریتفس

ماند و آن اینکه: هوش مصنوعی چه کمکی به آگاهی سیاسی و در نتیجه به می
ی هوش مصنوعی به آگاهی سیاسی گریارمه به چند یکند؟ در ادادموکراسی می

 پردازیم:می

های افزایش آگاهی ترین روشهای آموزش مدنی: یکی از مهمباتچت -
های تعاملی این امکان را سیاسی، آموزش مدنی است. هوش مصنوعی با روش

های مدنی و سیاسی کند تا شهروندان بیش از پیش به حقوق و مسئولیتفراهم می
 شوند.  دآگاهخو
ها قانون، لایحه نویسی و آگاهی از قوانین: در دنیای سیاست هر روز دهخلاصه -

شود که شهروندان اساساً امکان آگاهی از تمام جزییات آن را و گزارش تهیه می
تواند آگاهی شهروندی های سودمند مییابند و هوش مصنوعی با ارائه خلاصهنمی
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 را بیشتر کند. 

کند تا نتقال منابع آموزشی: هوش مصنوعی این امکان را فراهم میتهیه و ا -
ویژه از طریق دیداری و شنیداری، بیش از شهروندان از مفاهیم پایه سیاسی، به

شود. هوش مصنوعی سازی میپیش آگاه شوند. یادگیری مدنی به نحوی شخصی
کند تا اهم میهای رفتار کاربر، این امکان را فرگیری از تحلیل دادهبا بهره

کم سطح دانش تر شده و کمهای مورد علاقه خود عمیقشهروندان در حوزه
 (.Moeller & de Vreese, 2014سیاسی را ارتقا دهند )

های پرتکرار آوری و تحلیل پرسشجمعپرسشگری و بازخوردهای شهروندان:  -

یی کند و های دانش را شناساتواند شکافمی های هوش مصنوعیکاربران پلتفرم
رسانی جدید را پیشنهاد دهد. این فرایند محتوای آموزشی تکمیلی یا کمپین اطلاع

دهد و از ایجاد را بهبود میی هوش مصنوعی محور مستمراً ابزارها بازخورد
 (.Davies & Procter, 2020) کندخلأهای اطلاعاتی جلوگیری می

 عدالتی نهادیمبارزه با تبعیض و بی
هرچند با برابری عجین شده است، اما رابطه وثیقی با مفهوم  مفهوم دموکراسی

های بدون عدالت، گویی از اساس چیزی کم دارند. عدالت دارد. دموکراسی
گران، هوش مصنوعی ابزار کارآمدی برای مبارزه با زعم بسیاری از تحلیلبه

ی هاعدالتی نهادی است. هوش مصنوعی با امکان دسترسی به دادهتبعیض و بی
تواند با کشف الگوهای نابرابر و ناعادلانه، باعث افزایش شفافیت در بزرگ می

 ها و به همین سبب افزایش عدالت و کاهش تبعیض نهادی شود. گیریتصمیم
های بزرگ امکان شناسایی و هوش مصنوعی از طریق تحلیل خودکار داده 

هایی مانند استخدام، هکند و الگوهای ناعادلانه در حوزپایش تبعیض را فراهم می

شناسایی  سرعتبههای مادی و حتی معنوی را اعطای وام، تخصیص ارزش
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تواند در تخصیص منابع رفاهی و خدمات عمومی که کند. به همین سان میمی

پایه طبقاتی دموکراسی است، بسیار کارا باشد. به همین سان در  کنندهتیتقو
ای طراحی اگر به صورت مسئولانه فرایند جذب نیروی انسانی، هوش مصنوعی

های غیرشخصی مانند جنسیت، ی ایفا کند و ویژگیمؤثرتواند نقش شود، می
 قومیت یا مذهب را نادیده گرفته یا در پرانتز قرار دهد.

گیری: ارائه راهکارهایی برای تقویت دموکراسی در عصر نتیجه

 حکمرانی الگوریتمی
اقتدارگرایی یا تحکیم دموکراسی  درخصوص تأثیر هوش مصنوعی بر تقویت

های مختلفی وجود دارد: برخی بر این باورند که هوش مصنوعی باعث دیدگاه

شود و در مقابل، برخی باور دارند که هوش مصنوعی تقویت اقتدارگرایی می
تواند دموکراسی را تقویت کند. فرضیه پژوهش این است که هوش مصنوعی می

قویت اقتدارگرایی و به احتمال کمتر منجر به تقویت به احتمال بیشتر منجر به ت
توار است شود. منطق بحث این پژوهش بر نظریه لنگدون وینر اسدموکراسی می

که قائل به ماهیت سیاسی برای اشیاء و مصنوعات بشری است. به زعم نویسنده، 

ها، ماهیتاً یاریگر گری و سلطه بر دادههوش مصنوعی به دلیل ماهیت کنترل
قتدارگرایی است. در این پژوهش نویسنده دو دسته استدلالات به شکل استدلال ا

اصلی )اقتدارگرایی( و پاد استدلال )دموکراسی( را در مقابل یکدیگر قرار داده 
است. به زعم این مقاله، گزارشی که دانیل اینرارتی برای یونسکو تهیه کرده است، 

ان این دو دسته از استدلالات را فراهم تواند مبنای مناسبی برای داوری در میمی

نماید. اینرارتی در گزارش خود با عنوان هوش مصنوعی و دموکراسی 
تواند هم تهدیدی برای دموکراسی باشد و هم هوش مصنوعی می»نویسد:یم

های حکمرانی و نوع استفاده ما یز به چهارچوبچهمهفرصتی برای بازسازی آن؛ 
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این است  مسئله(. با پذیرش این برداشت، Innararity, 2024: 8« )بستگی دارد

تواند در خدمت تقویت دموکراسی ای میکه هوش مصنوعی چطور و با چه شیوه
قرار گیرد؟ در پاسخ به این پرسش مهم باید گفت که این امر تا حدود زیادی 

وابسته به دو دسته از عوامل است: نخست، خود هوش مصنوعی یا ماهیت هوش 
گر هوش توانند نقش تقویتورد استفاده و دوم، عوامل بیرونی که میمصنوعی م

 پردازیم: ترین راهکارها میمصنوعی را ارتقا دهند. در ذیل به مهم

 شفاف سازهای الگوریتم
های رو نظامبه زعم ما، هوش مصنوعی در ذات خود عمدتاً یاریگر کنترل و ازاین

، برخی از پژوهشگران هوش مصنوعی اقتدارگرا و توتالیتر است. با این همه
کردن هوش مصنوعی، حمایت از تولید یزهدموکراتترین راه معتقدند که مهم

 1پذیریحتوضیا  شفاف سازهای با عنوان الگوریتم هاآنهایی است که از الگوریتم

های مشهور به جعبه برند. ماهیت این نوع از هوش مصنوعی متفاوت از مدلنام می
های مبتنی بر یادگیری ماشین که مثل به نظر جنا بورل، سیستم سیاه است.

شان  مانند جعبه کنند، به دلیل پیچیدگی درونیهای عصبی عمیق عمل میشبکه
رو توانایی توضیح ساده و روشن در خصوص کنند و ازاینسیاه کار می

 زشفاف سا(. بنابراین، هوش مصنوعی Burrell, 2016تصمیماتشان را ندارند )

گویی و اعتماد مثابه مکانیسمی برای بازگرداندن شفافیت، پاسخپذیر بهیا توضیح
ولز و کیم -رود. دوسیهای مبتنی بر هوش مصنوعی به شمار میعمومی به نظام

تلاش  شفاف سازکنند که هوش مصنوعی در مقاله مهم خود بر این نکته تأکید می
نها دقیق باشند، بلکه بتوانند برای انسان هایی را طراحی کند که نه تکند تا مدلمی

اند. به نظر توضیح دهند که چرا و چگونه به خروجی یا تصمیم خاصی رسیده

                                                                                                                
1 Explainable AI 
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های اخلاقی امکان چنین ، هوش مصنوعی در قالب فهم و چهارچوبهاآن

چنین  (.Doshi-Velez & Kim, 2017: 3-4کنند )پذیری را ممکن میتوضیح
بسیار حیاتی است، زیرا تصمیمات الگوریتمی در قابلیتی برای دموکراسی 

های اجتماعی بدون توضیح و بینیگذاری عمومی، تخصیص منابع یا پیشسیاست
کنند، شوند، که نه تنها مشارکت عمومی را تضعیف میتوجیه روشن اعمال می

توانند منجر به تبعیض الگوریتمی و کاهش مشروعیت نهادهای عمومی بلکه می
ها بر اساس تواند امکان بازطراحی الگوریتممی شفاف سازمصنوعی  شوند. هوش

طرفی و شفافیت را فراهم کند و از تبدیل این فناوری به ابزاری اصول عدالت، بی

 (.Ananny & Crawford, 2018برای اقتدارگرایی جلوگیری نماید )

 کردن هوش مصنوعییزهدموکرات
ای کنترل وجه اقتدارگرایانه هوش ترین شیوه برجدای از عامل درونی، مهم

های هوش کردن آن است. واقعیت این است که سامانهیزهدموکراتمصنوعی، 
ها هستند که در های بزرگ فناوری یا دولتمصنوعی اغلب در اختیار شرکت

 ,Zuboffفرایندهای خود، شفافیت لازم و پاسخگویی به شهروندان را ندارند )

کردن چنین فناوری امکان استفاده یزهدموکراتطریق  رو، فقط از(. از این 2019
توان گفت که تعمیق از آن در راستای تعمیق دموکراسی وجود دارد. درواقع می

دموکراسی امروزه با تعمیق فناوری هوش مصنوعی گره خورده است و 
ها و منابع کردن هوش مصنوعی مستلزم دسترسی برابر به ابزارها، دادهیزهدموکرات

برخوردار است. های کمباتی از سوی پژوهشگران، کنشگران مدنی و گروهمحاس
مثابه یکی از منابع به نظر فلوریدی و همکارانش، اگر هوش مصنوعی اینک به

رو طبیعی است که باید تحت نظارت نهادهای کند، ازاینقدرت سیاسی عمل می

ختاری جلوگیری شود شدن آن به ابزار سلطه سایلتبددموکراتیک قرار گیرد تا از 
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(Floridi et al., 2018 .)هایی مانند هوش مصنوعی حاضر، پژوهش در حال

گذاری، یاستسدر تلاش هستند تا از طریق  2یا مرکز دموکراسی و فناوری 1باز
افزارهای منبع باز و تنظیم مقررات اخلاقی، راه را برای توسعه نرم

کردن هوش مصنوعی یزهوکراتدمکردن هوش مصنوعی باز کنند. یزهدموکرات
های هوش مستلزم مشارکت شهروندان در طراحی، بازنگری و نظارت بر سیستم

 توان نام برد. پذیری الگوریتمی میمصنوعی است که از آن ذیل عنوان مشارکت

 های هوش مصنوعیپذیر کردن پلتفرمرقابت 
ان کلیدی اقتصادی های هوش مصنوعی به بازیگرگفتیم، امروزه پلتفرم همچنان که

 OpenAI ،Google هایی ماننداند. شرکتشدهو حتی سیاسی بدل 

DeepMind،Meta  و Anthropic های زبانی و نه تنها تولیدکننده اصلی مدل
ها، قدرت محاسباتی و بلکه از دسترسی انحصاری به داده ؛های مولد هستندسیستم

ت در دستان چند شرکت معدود، منابع مالی گسترده برخوردارند. این تمرکز قدر
و دموکراسی تهدیدی جدی برای پویایی بازار، نوآوری فناورانه و عدالت دیجیتال 

تر تنها باعث حذف تدریجی بازیگران کوچکرود. چنین ساختاری نهبه شمار می
شود، بلکه پیامدهایی مانند نقض حریم خصوصی، تبعیض از عرصه رقابت می

های خصوصی ها و نهادهای عمومی به شرکتزاینده دولتالگوریتمی و وابستگی ف

های از سوی دیگر، هزینه بالای توسعه مدل(. Zuboff, 2019د )را به همراه دار
باعث شده است تا فقط های محاسباتی گسترده، بزرگ زبانی و نیاز به زیرساخت

)طبق  نندهایی با دسترسی مستقیم به این منابع بتوانند در رقابت باقی بماشرکت
کردن هوش مصنوعی مستلزم یزهدموکراترو، از این  (.BIAC, 2024گزارش 
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های بزرگ است. یکی از تغییرات ساختاری در روابط و مناسبات این شرکت

یری و پذرقابتکردن هوش مصنوعی گسترش یزهدموکراتین راهکارها برای ترمهم
، تقسیم عمودی ار مهمرو یک راهکین ا ازهاست. ها و زیرساختتنوع شرکت

سازی و های ابری از خدمات مدلهای بزرگ و جداسازی زیرساختپلتفرم
افزارهای مبتنی بر هوش مصنوعی است. این مدل از تفکیک که در بخش انرژی نرم

دهندگان زیرساخت، رقبای تواند مانع از آن شود که ارائهیا مخابرات سابقه دارد، می
همچنین، ایجاد نهادهای مستقل . منابع محروم سازند تر را از دسترسی بهکوچک

باز و شفاف، صورت متنهای هوش مصنوعی بهعمومی برای توسعه و عرضه مدل

 ها قرار گیرد. عنوان یک راهکار استراتژیک در دستور کار دولتتواند بهمی

 ایآموزش شهروندی و افزایش سواد داده
ماشینی، سواد الگوریتمی به یکی از های گیریدر عصر سلطه داده و تصمیم

الزامات حیاتی مشارکت مؤثر در دموکراسی بدل شده است. سواد الگوریتمی به 
های ها، شناخت سوگیریتوانایی افراد در درک چگونگی عملکرد الگوریتم

ها اشاره دارد. ها، و ارزیابی انتقادی پیامدهای اجتماعی و سیاسی آننهفته در آن
ای در عصر دیجیتال به شمار واد، مکملی ضروری برای سواد رسانهاین نوع از س

های فناورانه رود و نقشی کلیدی در توانمندسازی شهروندان، مقابله با قدرتمی

ترین یکی از مهم .کندگویی نهادهای حاکمیتی ایفا میو حفظ شفافیت و پاسخ
ش پنهان کارکردهای سواد الگوریتمی، تقویت آگاهی عمومی نسبت به نق

شهروندان بتوانند  که یبه افکار عمومی است. هنگام یدهها در شکلالگوریتم
دهند، امکان ها نشان میها محتوای خاصی را به آندرک کنند که چرا الگوریتم
(. O’Neil, 2016د )شوهای نرم بیشتر میکاریمقاومت در برابر این دست

های خودکار در گیرید تصمیمتواننمی ،سواد الگوریتمیبا استفاده از شهروندان 
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هایی چون عدالت کیفری، خدمات عمومی، یا تخصیص منابع را به چالش حوزه

گیری فضای تواند به شکلبکشند. از منظر نهادی، گسترش سواد الگوریتمی می
ویژه تر کمک کند. آموزش عمومی در این زمینه، بهتر و مشارکتیعمومی آگاه

های های جمعی، گامی اساسی برای دفاع از بنیانسمی و رسانهدر نظام آموزشی ر
 یرگیری غهای تصمیمهای بزرگ و سیستمدموکراسی در برابر سیطره پلتفرم

در دموکراسی » کندطور که دانیل اینراریتی اشاره میاست. همان یکدموکرات
« تتنها رأی دادن، بلکه فهمیدن نیز یک عمل سیاسی اسدیجیتال، نه

(Innerarity, 2023 .)گیری در نهایت، بدون درک سازوکارهای تصمیم

های پلتفرمی های فناورانه و شرکتالگوریتمی، شهروندان در برابر حکومت
فقط یک وظیفه رو، تقویت سواد الگوریتمی، نهدفاع خواهند بود. ازاینبی

 ت.بلکه یک اولویت سیاسی در جهت حفظ و تعمیق دموکراسی اس ؛آموزشی

 ی اخلاقیهاچارچوبضع مقررات و و
های های هوش مصنوعی در حوزهگسترش روزافزون استفاده از سامانه مروزه باا

مختلف حیات اجتماعی، اقتصادی و سیاسی، ضرورت تدوین اصول اخلاقی برای 
های جهانی بدل شده است. در پاسخ هدایت این فناوری نوظهور به یکی از دغدغه

المللی گوناگون، ازجمله کمیسیون های اخیر نهادهای بینبه این نیاز، طی سال

یتوسعه و همکاری  اروپا، سازمان ای از ، و یونسکو، مجموعه1اقتصاد
کارگیری مسئولانه هوش ها و رهنمودهای اخلاقی برای توسعه و بهدستورالعمل

ها، پرسش اساسی آن است که آیا اند. با وجود این تلاشمصنوعی منتشر کرده
اند و تا آور بدل شدهیا به قواعد الزام اندماندهین اصول صرفاً در حد توصیه باقای

توانند در تقویت عدالت، شفافیت و کرامت انسانی در عصر چه اندازه می

                                                                                                                
1 OECD 
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گروه متخصصان  زمینه هوش »، 2019در سال  حکمرانی الگوریتمی مؤثر باشند؟

راهنمای سندی با عنوان  که توسط کمیسیون اروپا منصوب شده بود،« مصنوعی
منتشر کرد. این سند بر هفت اصل  1اعتماداخلاقی برای هوش مصنوعی قابل

بنیادین: کرامت انسانی، کنترل انسانی، شفافیت، تنوع و عدم تبعیض، رفاه 
تأکید دارد. این اصول با هدف  گوییمحیطی، ایمنی، و پاسخاجتماعی و زیست

های اروپایی هایی که با ارزشالگوریتمسوی هدایت توسعه هوش مصنوعی به
در سطح (. European Commission, 2019د )انراستا باشند، تدوین شدههم

سازمان  ارچوب اخلاقیهچ»طور خاص، اند. بهجهانی نیز اسناد مشابهی تهیه شده

بر احترام به حاکمیت « هوش مصنوعیتوسعه و همکاری اقتصادی در حوزه 
، 2021کند. در سال موکراسی و تنوع فرهنگی تأکید میقانون، حقوق بشر، د

را تصویب کرد که در آن،  نامه اخلاقی درباره هوش مصنوعیتوصیهیونسکو نیز 
عنوان اصول راهنما مطرح حفاظت از کرامت انسانی، آزادی، برابری و عدالت به

 (. UNESCO, 2021د )انشده

این اسناد، بسیاری از منتقدان بر  رغم محتوای پیشرفته و جامعبا این حال، علی
ها، ها بر صنعت هوش مصنوعی و طراحی سیاستاین باورند که تأثیر واقعی آن

، یگردعبارتآورشان، بسیار محدود بوده است. بهالزام یرماهیت غ یلبه دل
باقی بمانند و ضمانت اجرایی نداشته « رهنمود»که این اصول صرفاً در قالب مادامی

های الگوریتمی توانند از نقض کرامت انسانی یا تبعیضتنها نمیباشند، نه

بدل  یبخش یتبلکه ممکن است به ابزارهای نمادین مشروع ؛جلوگیری کنند
 یوفناورگذاری علمنظران حوزه سیاسترو، بسیاری از صاحب ینا از. شوند

سیاسی  آور، یک ضرورتمعتقدند که گذار از اصول اخلاقی نرم به مقررات الزام
 برای حفظ دموکراسی و عدالت اجتماعی در عصر دیجیتال است. 

                                                                                                                
1 Ethics Guidelines for Trustworthy AI 
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